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Finding optimal behaviors with 
genetic algorithms

Thomas S. Hoffmeister and Éric Wajnberg

Abstract

Optimality models used in behavioral ecology, and especially on insect parasitoids,
have taken a variety of approaches, from classical analytical tools to individual-
based simulations. The increasing awareness that much of the observable
behavior in parasitoids depends on the state of the insect (be it the physiolo-
gical or informational state) has led to the increasing use of stochastic dynamic
programming models. However, optimal behaviors of one individual often
depend upon the behavior of conspecifics, further complicating the issue. While
classical game theory may be applied when behavior is not state dependent, genetic
algorithms (GA) provide a powerful way in finding optimal behaviors for situ-
ations where such optimal behavior depends upon an animal’s state and on the
frequency of alternative behaviors of conspecifics. More generally, GAs can be
used when there is a need to find the optimal strategy among a number of dif-
ferent alternative behaviors whose number is far too great to be exhaustively
checked. GAs are search algorithms that proceed in a fashion analogous to 
natural selection. They are individual-based simulations that identify optimal 
solutions by searching the enormous space of potential solutions mimicking the
process of evolution in biological systems.

In this chapter, we discuss research questions in parasitoid behavioral ecology
that might benefit from applying GA as a research tool for optimality models.
Examples will be developed and explained. Among others, using the foraging
problem of estimating habitat quality, we show how fast GAs find optimal solu-
tions for parameter spaces that are impossible to solve numerically otherwise.

17.1 Introduction

Behavioral ecology studies the ecological and evolutionary basis of animal behavior and
the roles of behavior in enabling an animal to adapt to its environment. Often, the aim
is to try to understand what sort of optimal behavioral strategies animals should adopt,
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in a particular environmental situation, in order to maximize their production of progeny
(i.e. their so-called ‘fitness’). Along with other areas of evolutionary biology, behavioral
ecology has incorporated a number of techniques, which have been borrowed from 
optimization theory. An optimized strategy is a strategy that offers the highest fitness 
return to an animal, given all the different factors and constraints it is facing. Such optimal
behavioral rules are then tested experimentally on real animals, and this has especially been
done several times on insect parasitoids, producing important and interesting results (see
Godfray 1994, for several significant examples).

Several different methods are available to find optimal theoretical predictions, depend-
ing on the behavioral ecological problem to be solved. Most of the time, and especially
for early work, models were sufficiently simple to be solved using standard maximization
techniques. This is the case for most static, optimal foraging theoretical models in which
the state of the animal remains unchanged during its foraging time and when there are
no competitors trying simultaneously to maximize their own fitness in the environment
(e.g. the marginal value theorem (MVT) of Charnov 1976). However, behavioral ecolo-
gists, and especially those working on insect parasitoids, are progressively addressing
questions that are closer to real situations and that are correspondingly becoming increas-
ingly complex and difficult to solve analytically. For example, if changes in the state of the
animal during the foraging process are able to change the optimal behavioral decisions it
should adopt, then stochastic dynamic programming models (SDPs) should be used to
find the optimal trajectory of the foraging animal within the state-space, leading to max-
imal lifetime fitness gain (Clark & Mangel 2000, and see also Chapter 15 by Roitberg and
Bernhard). If animals need to learn the different features of their habitat to behave in 
an optimal way and if they can do that by updating some prior information with current
foraging experience, then so-called Bayesian approaches can be used (see also Chapter 16
by Pierre and Green). Also, if foraging animals are trying to maximize their fitness gain
in the presence of competitors trying to reach the same goal, then models from game 
theory (Maynard-Smith 1982, Giraldeau & Caraco 2000) can be used to find the best beha-
vioral strategy they should adopt, eventually leading to Evolutionarily Stable Strategies.
Finally, these different approaches can be combined when the problem to be solved involves
several of the corresponding situations they can address.

Finding optimal behavioral strategies with one or several of these methods is certainly
the most elegant way to solve the questions being addressed but, in an increasing number
of cases, the problems to be solved appear to be too complicated to find optimal solutions
that way. This will be the case, for example, if the number of parameters (and/or their
combination) is leading to an enormously large state-space of possible solutions, making
it infeasible to search the state-space of these so-called NP-complete problems entirely (i.e.
without using heuristics, see Garey and Johnson (1979)). In these cases, the optimal beha-
vioral strategies animals should adopt can still be found by means of numerical methods.
Among these methods, Genetic algorithms (GA) appears to be both the simplest one to
be implemented on a computer and one of the most efficient to find a rapid and sup-
posedly optimal solution. The aim of this chapter is to present what this numerical
method is and how it works, but also, by means of several working examples, how it 
can be used to solve a variety of research questions that can be raised on the behavioral
ecology of parasitoids.

GAs were invented in the early 1970s to mimic some of the processes observed in 
natural evolution. GAs, based on the observation that life with such a level of complexity
was able to evolve in a relatively short time, use the power of evolution to solve optimization
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problems. The idea was invented and then initially explored by Holland (1975), with the
idea of using mathematically-based artificial evolution as a method to conduct a structured
search for solutions to complex problems. As stated by another pioneer in GA optimiza-
tion, Goldberg (1989): ‘Three billion years of evolution can’t be wrong. It’s the most 
powerful algorithm there is.’ Hence, the design of the GA is inspired by Darwinian 
natural selection and biological genetic evolution. Thus, GAs include common ingredi-
ents present in real organisms that allow them to evolve, such as chromosomes, genetic
recombination through crossing-over, and mutation, as well as forces acting on them such
as fitness and selection.

Biologists willing to study in a formalized way the biological systems they are working
on have used, since Leonardo da Pisa in the 12th century – and are still using – methods
and concepts than have been designed by mathematicians. GAs are one of the few exam-
ples (with neural networks, Haykin 1999) where, in turn, biological concepts were used
as a template for designing methods used by optimization theoreticians. However, despite
being biologically-inspired, applications of GAs are mainly outside the field of biology,
and it is only recently that such optimization methods started to be used to solve ecolo-
gical research problems.

In the following, we will outline how a GA works, illustrating this with the example of
the traveling salesman problem (TSP), a well-known example for a simple problem with
a huge search space. Further, we will provide three examples from parasitoid behavioral
ecology, in order to illustrate various technical approaches on different research topics.

17.2 Outline of a GA

Although a GA of the TSP contains some special features that differ from many other forms
of a GA, we use this example since it represents a widely known optimization problem
with a relatively huge state space of solutions that is almost impossible to solve by 
enumeration. In the TSP, there are N cities with a given distance between each of them.
A traveling salesman starting at one of the cities, has to visit all of the N cities and then
return to the first city. However, his task is to find a sequence of cities to minimize the
distance traveled in total, without visiting a city more than once. To search the state space
of possible solutions, we need to define some solution and calculate the traveled distance.
In order to compare solutions, we define a given set of solutions and evaluate the per-
formance of each of them. We will drop poor solutions and create new solutions. Since
we create new solutions by altering existing ones, the new solutions only differ in small
parts and we search the space around good solutions only. This process is called hill-
climbing and is extremely efficient in finding optimal solutions.

This is essentially how a GA works. As you will see, the outline of the basic GA is very
general. There are many parameters and settings that can be implemented differently in
various problems. A GA typically comprises a population of individuals (or solutions to
a problem) that exhibit heritable characters. These characters are numerically coded on a
‘string’ (Goldberg 1989), which is often called a ‘chromosome’ because of its intuitive con-
formity with the evolutionary coding of characters in organisms. Different ‘traits’ of an
individual are coded on ‘genes’, and different ‘character states’ are coded as alternative
‘alleles’ of a gene. The numerical coding of character states may either be in binary code,
or represented by integer or real values (Fig. 17.1).
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The first step in implementing a GA is the initialization of a population by generating
a random population of n chromosomes (Fig. 17.2). Obviously, n should be suitable for
the research question to be tackled. Obitko and Slavík (1999) suggest that a population
of 20 to 30 chromosomes often performs best (Kumsawat et al. 2005), but some GA 
problems might require populations of 50 or 100 chromosomes. Generally, the number
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Fig. 17.1 Coding of ‘genes’ on a ‘chromosome’ for a GA, in binary (upper row) and
integer (lower row) coding. Each ‘gene’ codes for a character state of the organism.
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Evaluation: evaluate the
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Fig. 17.2 Flow chart of a GA. After initialization, the process is iterated until the
optimization criterion is met.
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of chromosomes in the population should be related to the length of the chromosome,
i.e. longer chromosomes require larger populations of chromosomes. Note that each chro-
mosome represents an individual that can be tested against a fitness function or, more
generally, against the problem defined in the GA. In our example of the TSP, the chro-
mosome holds N genes with the number-code of one of N cities (each city occurring a
single time) and the sequence of visits to cities is given by the sequence of genes on the
chromosome. This type of coding is called permutation encoding.

The next step in a GA is the evaluation of each chromosome j using a fitness function
f( j), or – as is often the case in game theoretical or other frequency and density depend-
ent approaches – a simulation where chromosome j plays against all other chromosomes
in the population and the performance of each chromosome j is evaluated at the end 
of the simulation (Fig. 17.2). If a stochastic simulation (or so-called Monte Carlo,
Rubinstein 1981) is used, the values reached in the evaluation of chromosome j will 
depend upon stochastic events and might vary noticeably between simulation runs. In order
to achieve reliable values, the evaluation process may be replicated sufficiently often
(Barta et al. 1997, Hoffmeister & Roitberg 1998, Reinhold et al. 2002) to receive a stable
average performance value for a chromosome. In the case of the TSP, the performance 
of a chromosome does not depend on the coded behavior of alternative chromosomes
and thus the total distance traveled on the journey between cities only depends upon the
sequence of cities that are visited and the distances between cities. Typically, the position
of cities would be coded as the x/y-position on a grid, the sequence of cities that are 
visited is read from the chromosome, and the distances traveled are summed up across
all N cities visited.

While the performance values of chromosomes in the evaluation process are absolute
values, in the next step of the GA, a selection process among chromosomes is performed
that is based upon relative fitness values, rather than the absolute performance of a chro-
mosome. In this step an intermediate population is formed from the original population
of chromosomes, where the number of copies at which a given chromosome is represented
depends upon the fitness of the chromosome.

The next question is how to select parents for the next generation. The general idea of
the selection process is that chromosomes with low fitness will be eliminated and chro-
mosomes with high fitness will spread in the population by bestowing their code to mul-
tiple copies. This can be done in many ways. The most basic approach is called ‘roulette
wheel selection’. Imagine all genotypes (represented by chromosomes) are arranged in a
pie chart in slices of a size proportional to their relative fitness. Around that pie chart, a
roulette wheel is placed. For population size n, n spins of the roulette wheel are performed
and the chromosome at which the pointer stops is selected with replacement and intro-
duced to the intermediate population (Fig. 17.3a). That way, chromosomes with high fitness
values will be represented with numerous copies, while poorly performing chromosomes
will be represented with only a few copies or no copy at all.

However, due to the stochastic nature of roulette wheel selection, the representation of
chromosomes might not match exactly the relative fitness (= (r/sum of fitnesses) × 100,
with r being the fitness of chromosome i) of each chromosome. An improvement to this
selection process is the stochastic remainder selection (Goldberg 1989). Imagine a popu-
lation of n = 100. When the total sum for the fitness is set to 100, a chromosome j1 with
relative fitness 1.4 would receive 1 copy in the intermediate population, a chromosome j2

with relative fitness 5.9 would receive 5 copies, and so on. In a first step of selection, these
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integer parts of the fitness are allocated. Only the non-integer parts of the relative fitness
(0.4 for j1, 0.9 for j2 etc.) would enter the roulette wheel selection in a second step of selec-
tion as described above. The same gain in precision is reached with the so-called univer-
sal selection. Universal selection can be implemented by placing n equally spaced pointers
at the roulette wheel on which the genotypes are arranged according to their proportional
fitness. A single spin of the wheel determines all selected chromosomes. For each pointer,
a single chromosome is created from the genotype the pointer aims at (Fig. 17.3b).

If there are huge differences between fitness values, few other than the best chromo-
some will have a chance to be selected in the above-mentioned process. Under such con-
ditions, it is advisable to use rank selection rather than a selection based on proportional
fitness values. Otherwise, the optimization process might converge to a local optimum. 
In rank selection, the worst chromosome receives fitness 1, the second worst receives 
fitness 2, and so on, and the best chromosome receives fitness n. This improves the chances
of low-fitness chromosomes being selected at the cost of the speed at which the GA 
converges to the optimal solution. However, the risk that the GA is caught on a local 
optimum should be decreased. A further alternative method is steady state selection where
a large number of chromosomes with high fitness values are retained and a number of
low fitness values are deleted, and the intermediate population is filled up with copies of
the retained chromosomes.

One method that distinctly improves the performance of GAs is the introduction of
elitism into the selection process. The following step of recombination and mutation in
a GA, discussed below, includes the risk that the best chromosomes might be destroyed
in the process. Elitism is the fact that the best or a few best chromosomes are retained
unaltered in the next generation. If j elite chromosomes are selected, the intermediate 
population then has the size n−j chromosomes and is produced by one of the above-
mentioned selection schemes from the entire set of chromosomes in the population, includ-
ing those that have been selected as elite chromosomes. In the case of our TSP example,

f(1) = 0.333
f(2) = 0.267
f(3) = 0.2
f(4) = 0.133
f(5) = 0.067

(a)

Genotype 1 Genotype 4

Genotype 3

Genotype 2

Geno-
type 5

(b)

Genotype 1 Genotype 4

Genotype 3

Genotype 2

Geno-
type 5

Fig. 17.3 Selection process of a GA by (a) roulette wheel selection or (b) stochastic
remainder selection. Values in the center of the graph represent relative fitness
values of the five genotypes present in the parental generation. The pointers show
selected genotypes. The wheel is spun n times in (a) (with n = population size),
whereas n equally spaced pointers are spun once in (b) (Aarsen 1983).
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we might use elitism combined with roulette wheel selection. From our population of 30
chromosomes we retain the two chromosomes with the highest fitness values and form
an intermediate population of 28 chromosomes, based upon the relative fitness of all 30
chromosomes. This intermediate population of 28 chromosomes now undergoes recom-
bination and mutation, which is the next step in a GA.

Recombination by genetic operators, such as crossing over and mutations, form the 
core of GA and are applied in a probabilistic fashion. Crossing over combines elements
of two chromosomes in a filial chromosome by exchanging substrings and can, for instance,
combine adaptive character states from different genes. Mutations alter individual genes
on a chromosome and both crossing over and mutation help to search the previously
unsearched state space. While crossing over in a population that converges to the optimum
will often lead to no changes (two similar chromosomes are paired and exchange sequences),
mutations always change the code of a chromosome. Usually, crossing over rates chosen
in GAs are generally high, for example pcross = 0.8, while the probability that a mutation
occurs at a given position of a chromosome should be low, e.g. pmut = 0.01. However, there
is no fixed value for either crossing over or mutation rate that performs best and optimal
rates are a matter of selection by trial and error for each GA. There is a number of 
different ways of applying crossing over and mutation, and the following description pre-
sents only some possibilities.

To employ crossing over, two chromosomes from the intermediate population are ran-
domly drawn. With probability pcross, crossing over occurs at a randomly chosen position
on the chromosome. In binary coded chromosomes, the crossing over point may be at
any position, i.e. also within genes, while in chromosomes coded in integer or real values,
the crossing over point will always be between genes. In crossing over, the sequence of the
first chromosome, up to the position of crossing over, is written on the filial chromosome
and combined with the sequence of the second chromosome from the position of cross-
ing over until the end of the chromosome, and vice versa (Fig. 17.4).

An exception to this mechanism can be found in chromosomes with permutation encod-
ing, as in our example of the TSP. Since each city can only occur once, the sequence of
cities up to the point of crossing over is taken from the first chromosome. Following, the
remaining slots on the filial chromosome are filled by selecting cities from the second 
chromosome in the sequence they occur in this chromosome, if they have not yet been
occurring in the sequence on the filial chromosome. For example, let the first and second
chromosomes having a length of 10 and the sequences 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 and
1, 3, 5, 7, 9, 2, 4, 6, 8, 10. With crossing over after position 6 we get for the filial chro-
mosome A: 1, 2, 3, 4, 5, 6, 7, 9, 6, 8, 10 (sequence from second parental chromosome
underlined). The next step in a GA is to incorporate mutations which are applied with
pmut, at each position of a chromosome. In binary encoded chromosomes, a mutation changes
the allele from 0 to 1 or 1 to 0. In value encoded chromosomes, a new value is either 
chosen randomly within the range of possible values or the current value is changed by a
small increment or decrement. Whether the random value should be drawn from a uniform
or non-uniform distribution depends on the phenotypic behavior the gene is coding for.
For example, if residence times of a parasitoid (that are usually skewed to the right) are
considered, it makes intuitive sense to draw values from an exponential distribution rather
than a uniform distribution. Our example of the TSP again requires a different scheme.
Since the number of a given city cannot be changed to another value and since all cities
are to be represented a single time on the chromosome, for each mutation, two positions
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on the chromosome are randomly drawn and the numbers are swapped, thereby altering
the sequence of cities to be visited.

After applying crossing over and mutations, a new filial population of chromosomes is
created that contains those chromosomes of the parent generation that had high fitness
values, but many of these will be slightly altered through crossing over and mutation. By
applying selection and the genetic operators of crossing over and mutation, we generate
a new set of individuals that have a better than average chance of performing well. By clos-
ing the generational loop in a GA (Fig. 17.2) and iterating the process of evaluation, selec-
tion, and recombination across many generations, the overall fitness of the population
improves as the GA converges to the optimal solution. The obvious next question is when
should a GA be stopped? Again, a number of possibilities exist. GAs may either be run
for a fixed number of generations (Barta et al. 1997, Bouskila et al. 1998, Reinhold et al.
2002, Perry & Roitberg 2005) or for a fixed computing time. An alternative to these 
arbitrary stop criteria is to analyze the performance variation of the GA. The GA might
be stopped, if a given number of generations has passed with no improvement in the fitness
of the best chromosome, or if the improvement in the fitness of the best chromosome has
not exceeded a certain increment within a specified number of generations. In our exam-
ple of the TSP, we stop the GA after 400 generations. As can be seen in Fig. 17.5, the 
distance traveled decreases most rapidly within the first few generations of the GA runs
and quickly converges on a minimum value for the traveled distance that is stable from

Gene 1

1 0 0 1 0 0 1 1 0 1 1 0 1 1 0 0 0

Gene 2 Gene 3

0

Crossing over

0 1 0 1 1 1 0 1 0 0 1 0 0 1 1 0

0 0 1 0 0 0 1 1 0 1 1 0 1 1 0 0 0

1 0 0 1 1 1 1 0 1 0 0 1 0 0 1 1 0

0 0 0 0 0 0 1 1 0 1 0 0 1 1 0 0 0

1 0 0 0 1 1 1 1 1 0 0 1 0 0 1 0 0

Mutation

Fig. 17.4 Recombination and mutation in a GA: daughter chromosomes are created
from parent chromosomes by crossing over and mutation.
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generation 353 onward. Likewise, the number of genotypes, i.e. chromosomes with dif-
ferent encoded sequences, which is close to the population size in the beginning of the
GA, also decreases across generations. Note that always some variability in chromosomes
will be retained due to crossing over and mutation events.

17.3 A first example of parasitoid behavioral ecology: Learning and
optimal patch visitation

Most of insect parasitoids are exploiting hosts that are patchily distributed in the environ-
ment (Godfray 1994). There is now a huge amount of both theoretical and experimental
work that have been developed to understand what should be the optimal time female
parasitoids should invest in each host patch they are exploiting before leaving to find another
patch in the environment (Wajnberg 2006, see also Chapter 8 by van Alphen and Bernstein).
For this reason, several optimal foraging theoretical models were built in order to under-
stand what behavioral strategy should be adopted in order to maximize that rate at which
hosts are encountered and exploited per time unit.

In this respect, one of the most important rate maximization models is the MVT (Charnov
1976) that predicts the optimal time a foraging animal should remain on a host patch
(Wajnberg 2006, see also Chapter 8 by van Alphen and Bernstein). This model is based
on several assumptions that are probably unrealistic, the most important one being that
animals are omniscient, having complete knowledge of the quality of all available patches
in the environment and of the mean time needed to reach them (Stephens & Krebs 1986).

This assumption was addressed by several authors, which considered that animals 
sample patches in the habitat and learn progressively from both their profitability and inter-
patch travel times. This is the case for the learning process proposed by McNamara and
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Fig. 17.5 Evolution of the length of the best tour across generations of the GA for
the TSP. The most drastic reduction in tour length is achieved in the first couple of
generations by the optimizing algorithm.
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Houston (1985), which appears to be both simple and efficient. In their model, the for-
aging animal initially does not know the quality of the available patches in its habitat and
the travel times needed to reach them, but is able to collect such information progres-
sively through the following learning process: patches of different quality are visited
sequentially, tn is the time spent on the nth patch, Rn is the fitness acquired on that patch,
and τn is the time spent traveling between the nth and n + 1th patch. Let Tn = tn + τn, so T1

+ T2 + . . . + Tn is the total time between arrival on the first patch and arrival on the n + 1st.
It is supposed that the animal has some initial constant values R0 and T0 (R0, T0 > 0) and
thus has an initial estimate γ 0 = R0/T0 of the average profitability of its environment. 
According to the MVT, the animal should leave the first patch encountered when its rate of
fitness acquisition drops to γ 0. When it arrives on the next patch, T1 and R1 will be known
and an updated estimate γ 1 can be computed that will be use to determine when this other
patch should be abandoned, and so on. Then, the whole learning process works iteratively
according to the two following process: (i) On arriving on the ith patch, and only at that
time, the animal computes an estimate of average environment profitability γ i where

γ i = (17.1)

and (ii) the animal leaves this ith patch when its rate of fitness acquired on that patch 
reaches γ i.

McNamara and Houston (1985) demonstrated that animals using such a simple learn-
ing rule asymptotically (i.e. when n → ∞) converge to the optimal patch allocation 
strategy predicted by the MVT (i.e. γ i converges to the true average profitability of the
environment γ *), even if there are different patch qualities in the habitat. The rate of 
convergence is lower if there is an important variation in patch quality. However, in 
practical situations, female parasitoids are not sampling an infinite number of patches in
their lifetime and might not reach an optimal behavioral strategy when adopting such a
learning rule. In this case, as noted by McNamara and Houston (1985), the order in which
the different patch types are visited influences the estimates γ i and thus influences both
the time animals will spend on each visited patch and their total fitness gain.

Insect parasitoids are short-lived animals and this is known to influence their patch time
allocation foraging strategy (Wajnberg et al. 2006). Thus, they are obviously not visiting
an infinite number of patches in their lifetime and, if we assume that they are using the
learning rule proposed by McNamara and Houston (1985) in an environment in which
several patch qualities can be found, we can ask the question of what should be the 
optimal order in which all patches should be visited in order for them to maximize their
fitness gain. When just a low number of patches are visited, a stochastic dynamic pro-
gramming model (SDP) can be used to find the optimal visiting order (see also Chapter
15 by Roitberg and Bernhard). However, when the number of patches the animal can visit
increases, and especially if there is a large number of patch qualities in the habitat, the
number of possible combinations will be too large and a GA should be used instead to
find the optimal solution. As an example, suppose that a parasitoid female is able to visit
20 patches in her lifetime, and that the 20 patches are all of different quality. There are
thus 20! (i.e. about 2.43 × 1018) possible orders in which the patches can be visited. If a
computer is able to evaluate the fitness gained for 100 of these orders per second, it will
need more than 770 millions of years to perform all of the computations!

R0 + R1 + . . . + Ri

T0 + T1 + . . . + Ti
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Thus, we developed a GA to find the optimal visiting sequence of 20 patches of differ-
ent quality. The GA we used for this is similar to the one used to solve the classical TSP
presented above. The differences are that: (i) it is the optimal order of patches, and not
cities, that we look for: and (ii) the fitness of each genotype does not correspond to the
total distance traveled between cities, but to the final γ i after the 20th patch visited is 
left. In our example, the quality (in terms of number of hosts to be attacked) of the ith

patch is 10 × i, and the female is traveling exactly 100 time steps between each patch before
reaching each of them. We designed a GA with 50 chromosomes, each bearing 20 genes
indicating in what order the different patches should be visited (i.e. so-called permuta-
tion encoding). In order to compute the fitness of each chromosome, we used the learn-
ing process proposed by McNamara and Houston (1985) with γ 0 = 0.1, and the fitness gain
on each patch was computed as in Wajnberg et al. (2006), using iteratively a Holling (1959)
Type II functional response, with attack rate a = 0.01 and handling time Th = 0.1. At each
generation, the two best chromosomes were kept and used for the next generation (i.e.
elitism), and each pair of chromosomes experienced a crossing over event at a rate of 80%.
In order to always have all patches visited, and after a location is drawn randomly, a cross-
ing over consisted of copying a part of the chromosome of the first parent (i.e. part of the
patch order) and the rest of the patches was taken in the same order as in the second par-
ent. Finally, in order to increase the convergence rate of the GA, mutations were allowed
using a systematic process: patches were systematically chosen and exchanged if it led to
an increase in the resulting fitness. After 300 generations, the best, although not necessary
optimal order in which to visit the 20 patches in order to obtain the highest fitness gain
rate, is shown in Fig. 17.6.
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Fig. 17.6 Sequence of 20 visited patches of different quality leading to the higher
fitness rate gain, produced by a GA, for female parasitoids learning progressively
the quality of their habitat, using the McNamara and Houston’s (1985) learning
process.

9781405163477_4_017.qxd  30/08/2007  05:03PM  Page 394



FINDING OPTIMAL BEHAVIORS WITH ALGORITHMS 395

The best visiting sequence thus seems to be to visit first medium-quality patches. Doing
this, females are most likely getting an estimate of the average quality of the habitat that
is as close as possible to the true average profitability of their environment. Then, females
should progressively and alternatively sample patches of higher and lower quality, lead-
ing them to refine their first estimate and then progressively approach the true value of
average habitat profitability.

17.4 A second example of parasitoid behavioral ecology: optimal patch
time allocation for competing parasitoids with a limited time horizon

As already explained above, the question regarding optimal patch time allocation for female
parasitoids foraging for hosts has arguably been the most studied problem in behavioral
ecology over the past few decades (van Alphen et al. 2003, Wajnberg 2006). We have seen
that the optimal time females should spend on each patch of hosts is given by the MVT
(Charnov 1976), but we also saw that such a theoretical maximization model suffers from
being based on several assumptions that are most likely unrealistic. Besides considering
that female parasitoids are omniscient and should thus know the quality of all available
patches in the environment, and on the mean time needed to reach them (see the GA we
developed above to see how such an assumption can be addressed), this model also sup-
poses: (i) that females never reach the end of their life (i.e. infinite time horizon); and (ii)
that there is no competition because females are supposed to forage alone in each patch
(Yamamura & Tsuji 1987).

The effect of relaxing the assumption that foraging parasitoid females are living during
a never-ending period has been addressed theoretically using an SDP model by Wajnberg
et al. (2006). They demonstrated that time-limited females should spend a longer time on
each visited patch than what is predicted by Charnov’s (1976) MVT and the deviation
should increase when females are approaching the end of their life. The effect of com-
petition was addressed using game theoretical models by Sjerps and Haccou (1982),
Haccou et al. (1999), Haccou et al. (2003), and Hamelin et al. (2007a,b). These authors
demonstrated that, in most cases, females are engaged in a war of attrition type when for-
aging simultaneously on a host patch (see also Chapter 9 by Haccou and van Alphen).

Building a theoretical deterministic model, while relaxing simultaneously both the
assumptions of no time horizon and no competition, will obviously be a difficult task, if
even feasible. Thus, we will consider here, as a simplified example, how such a problem
could be approached by using a GA. As usual, the main difficulty in developing a GA is
to find a way to encode the question to be solved in terms of a number of genes along
chromosomes. For the sake of simplicity, we will consider that:

1 all patches in the environment are of the same quality;
2 the travel time between patches is fixed;
3 all foraging females live for the same finite time; and
4 each female parasitoid is foraging in the environment either alone or in the

presence of a single competitor.

The genes on chromosomes should code for the behavior of the female in these two dif-
ferent situations. A possible, simplified way to code such a situation can be to have six
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genes, three coding the phenotype of the female when it is alone, the other three coding
the same phenotype when it is with a competitor. In each of these two cases, one gene is
coding for the time the female will invest on each patch she has just encountered. A 
second gene is coding for a switching time after which the (additional) effect of a third
gene, in terms of patch residence time, is taken into account. Doing so, the optimal increase
in patch residence time, when a time-limited female is approaching the end of her life
(Wajnberg et al. 2006), is explicitly considered. The six genes are coding for phenotypes
on a continuous scale, with the only restriction being that all values should be positive
(or null). So, the mutation of a gene will consist of replacing its value by a value randomly
drawn from an exponential or a Weibull distribution (for patch times) or from a uniform
distribution (for switching times). Moreover, the foraging female does not know what beha-
vioral strategy its competitor (if any) – who is also a time-limited forager trying to maxim-
ize its own fitness – is adopting. She is also unaware of the probability that a competitor
will be foraging simultaneously on the same patch. Thus, we are in the above-mentioned
situation in which the fitness of each chromosome in the population cannot explicitly be
computed, so Monte Carlo simulation should be used instead. For this, at each genera-
tion, the fitness of each chromosome will be estimated by its average fitness computed in
several (say a hundred) simulated situations. For each of them, another chromosome is
drawn randomly in the population and used to code for the behavioral strategy played by
the competitor. Also, for each sequentially visited patch, the presence of the competitor
is drawn randomly with a given, fixed probability, which should ideally be around 0.5 in
order to have both parts of the chromosome evolving at the same speed.

Running such a GA will provide interesting information about both the optimal time
females should invest on a patch, with or without the presence of a competitor, and when
and what should be the optimal changes in patch residence upon approaching the end of
their life, comparatively in the two situations.

17.5 A third example of parasitoid behavioral ecology: optimal mark
persistence in a parasitoid threatened by hyperparasitoids

Many animals leave chemical information in the environment, either in order to com-
municate with conspecifics or to mark sites for future recognition. The latter occurs 
frequently in herbivorous and parasitoid insects that use small and discrete breeding sites
for the production of offspring. While early investigators focused on the deterring effects
that such substances might have on conspecifics searching for oviposition sites (Prokopy
et al. 1977, Boller 1981, Prokopy 1981, McNeil & Quiring 1983, Lou & Wang 1985), an
evolutionary approach determined that the evolutionary benefit of marking depends
upon the fact that a female may encounter her own marking and might use it to avoid
wasting eggs and time on resources that have already been exploited (Roitberg & Mangel
1988). Conspecifics encountering such a mark are informed about the current quality of
the resource and may adaptively decide to superparasitize or to refrain from oviposition
(Roitberg & Mangel 1988, van Alphen & Visser 1990, Nufio & Papaj 2001, Hoffmeister &
Roitberg 2002). As long as the behavior of an animal in response to encountering a mark
is in the interest of the marker, the marking behavior is of mutual benefit. However, marks,
and especially external marks that are placed on rather than into the resource, are an exam-
ple of public information (information derived from the behavior of other individuals,
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see Danchin et al. 2004, Dall et al. 2005) that can be exploited by lower (Hoffmeister &
Roitberg 1997) and higher trophic levels (Prokopy & Webster 1978, Roitberg & Lalonde
1991, Baur & Yeargan 1994, Hoffmeister & Gienapp 1999).

Thus, marking behavior does not necessarily lead only to fitness increments but may
in turn incur costs, for example, through an increased mortality risk of the offspring 
developing in the marked substrate. Given that the marking pheromone can evolve
toward higher or lower persistence, we may predict that the detectability of a marking
pheromone will be related to the costs and benefits that a mark has for the marking 
individual. Unfortunately, the persistence of marking pheromones has been analyzed only
in a small number of cases, yet variation in persistence may suggest that the residual activ-
ity of a marking pheromone is subject to evolutionary selection (Quiring & McNeil 1984,
Averill & Prokopy 1987, Höller et al. 1991). This sets the stage for a game between trophic
levels, since the cost of marking may depend on the frequency of marking individuals in
the population and thus, the density of marked and non-marked resources an organism
from a higher trophic level might exploit. Hoffmeister and Roitberg (1998) use such logic
for an evolutionary game between a marking herbivore host and a mark-exploiting 
parasitoid of the herbivore offspring that they modeled using a GA. We can easily trans-
late this problem into a GA for a game between a parasitoid marking the oviposition site
externally and its hyperparasitoid exploiting the marks to find the primary parasitoid’s
offspring.

Let us assume that the offspring of a primary parasitoid is vulnerable against competi-
tion with conspecifics. The degree of vulnerability may change over time with older larvae
being competitively superior to younger larvae. Thus, the mortality risk through a second
oviposition into the host, resulting in competition, might be equal for both contestants
(50%) right after the oviposition and show an exponential decay over time for the first
larva afterwards. Consequently, the benefit of a marking pheromone to a female’s offspring
is highest directly after oviposition and decays over time. For the female herself, the benefit
of the mark stems not only from the fact that she does not kill her own first offspring in
sibling competition, but also from the fact that she can avoid ovipositing into previously
used hosts, thereby exposing a second offspring to sibling competition. Thus, the female
also benefits from the mark if her first offspring is no longer vulnerable to competition.

However, a female parasitoid might not stay at the same site for her entire life and, over
time, the probability of revisiting a host she has parasitized some time ago will also 
follow an exponentially decreasing function. Consequently, the fitness return from a mark
will be highest for a female directly after oviposition and decay over time. How steep the
decay function will be depends on the fate of her offspring in competition and her 
spatial searching behavior. The costs of a marking pheromone might be twofold. First of
all, they impose costs related to the production of the chemical, and chemical substances
less vulnerable to oxidation might be more costly to synthesize than others. Second, costs
do accrue from mark-exploiting hyperparasitoids, i.e. natural enemies of the parasitoid
that search more intensely in areas where they detect marking pheromone of the para-
sitoid. Again, these costs depend on the window of vulnerability of the primary parasitoid’s
offspring. For a chemical substance, we may assume that the decay of the marking
pheromone follows first-order kinetics. Thus, the detectability of the marking pheromone
Mt at time t is a function of the initial detectability β at t0 and the decay rate τ, thus:

Mt = βe−t /τ (17.2)
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To allow the analysis of the full state space of possible optimal decay rates of the mark-
ing pheromone, we define a gene with a binary character state for marking or non-
marking and a second gene for the decay rate τ, with 30 discrete character states in value
encoding.

Because the decision whether or not to accept a previously parasitized host for ovipo-
sition is a function of a parasitoid’s life expectancy and egg load (van Alphen & Visser
1990, Minkenberg et al. 1992, Fletcher et al. 1994), we need two genes for a reaction norm
of a parasitoid’s tendency to accept previously parasitized and marked hosts as a function
of the above-mentioned parameters. While the acceptance rate of marked hosts will 
generally increase with increased time and egg limitation, the gene may hold a variety of
reaction norms that differ in the form (concave or convex) and the steepness of the 
function (Hoffmeister & Roitberg 1998). Since it is unknown to a parasitoid whether or
not she or a conspecific will return to a marked site and at which physiological state, the
number of possible combinations, and thus the search space for the benefit of marking is
enormous. Further, the probability that a marked site is detected and exploited by hyper-
parasitoids will be dependent on the rate of marking and the detectability of marks in the
parasitoid population. If few marks exist and the hyperparasitoid invests more searching
time on marked compared to unmarked sites (Roitberg & Lalonde 1991, Hoffmeister &
Gienapp 1999), hyperparasitoid attack will concentrate on marked sites, because more time
will be invested in searching for rather than on sites. In contrast, if most genotypes in a
population of parasitoids apply marks of high detectability, each marked site will benefit
from a dilution effect. Consequently, the parasitoids in our scenario evolve in the frequency-
dependent context of an evolutionary game between trophic levels and the search space
for optimal solutions is too large to employ a deterministic fitness function. Since we need
to use a stochastic fitness function, it will be necessary to employ a repeated evaluation
GA, where averaging across 100 Monte Carlo repeats of the same generation leads to 
reliable fitness estimates for coded strategies.

In the simulation we may use a population of 100 parasitoids that, in the starting con-
dition, represents a random draw from the population of possible genotypes. Each para-
sitoid has an egg load of 50 eggs and searches and oviposits in a habitat containing 4000,
8000, or 12,000 hosts, thus different scenarios cover a range of conditions from high to
low competition for hosts. To evaluate the effect of marking costs we employ scenarios
with no, intermediate, and high attack rate of hyperparasitoids, each run for 1000 genera-
tions and replicated with 5 different starting conditions, to see whether the GA converges
repeatedly on the same strategy. Running such a GA elucidates how environmental 
characteristics shape the use of a chemical signal in a frequency and density dependent
way and points toward important sources that select for the variability of marking systems
across a range of ecological scenarios.

17.6 Conclusion

GAs are powerful tools to find optimal behavioral strategies for research questions, whose
answers lie within a huge search space. While deterministic models are certainly the 
most elegant way to elucidate optimal solutions for theoretical approaches in behavioral
ecology, their scope is limited to research questions tackling a small-sized search space of
solutions. We feel that there is a large array of research questions in parasitoid behavioral
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ecology where approaches would benefit from including state-dependence of optimal 
behavioral decisions, as well as the fact that many such decisions are made in a frequency-
dependent game context within and between trophic levels. Naturally, both these mech-
anisms increase the search space of solutions considerably. When investigating optimal
life history strategies in herbivores, Bouskila et al. (1998) found importantly different 
solutions when modeling a dynamic life history problem in a game context compared to
a non-game context. However, few papers exist to date that used GAs to solve a research
question in parasitoid behavioral ecology (Hoffmeister & Roitberg 1998, McGregor & Roitberg
2000). GAs are certainly not the only approach that can be used to find optimal beha-
vioral solutions in a dynamic game context, but for research questions with a huge search
space of possible solutions they represent an efficient means of finding good solutions. As
has been described above and can be seen from the examples given here, GAs cannot only
be applied to a variety of research questions, but there is also a variety of ways to employ
a GA. Such variability in available methods and the fact that optimizing a GA is subject
to fine tuning, often by trial and error, may account for the fact that GAs have been rarely
used by parasitoid behavioral ecologists. Moreover, GA is simulation-based, and simula-
tions tend to be viewed as less elegant compared to deterministic approaches. Yet, GAs
have been shown to be a very powerful method to search for optimal solutions within
enormous and often complicated search spaces. By running them repeatedly with differ-
ent starting conditions, it is relatively easy to demonstrate whether or not the algorithm
found the optimum of the search space. Thus, GAs offer a great potential to research ques-
tions in parasitoid behavioral ecology and, with an increased complexity of approaches
used in experiment and theory, it is likely that they will become a widely used research
tool for parasitoid behavioral ecologists.
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